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1 Introduction and preliminaries 

Let H be a real Hilbert space wi th inner p roduc t (•, •) and norm ||-| |. Let T h e a maximal 
monotone nonlinear mapp ing in H, t h a t is, T is monotone, i.e., T satisfies the condition: 
{u-v,x-y) >0 foT u E T ( x ) , v E T{y) with x, y in the domain of T, and, in addit ion, 
the graph of T is no t included in t h e graph of any other monotone mapping. 

The problem, s tudied in this paper , is to find a zero for the monotone inclusion 

Oer(x). T = A-\-B, (1.1) 

where A and B are maximal monotone in H. 

A fundamental a lgor i thm for finding a root of a maximal monotone mapp ing T is the 

proximal point a lgor i thm: xi E H and 

Xk^i=Jlx,, k = 0,l,---, (1.2) 

where J ^ = ( / + rkT)^^ and {r^} C (0,oo) and / denotes the identi ty mapping in H. 

This a lgor i thm was firstly introduced by Mar t ine t [1]. In [2j, Rockafellar proved t h a t if 

liminffc-joor'fc > 0 a n d T~^0 ^ 0, then the sequence {x^}, defined by (1.2), converges 

weakly to a solut ion of (1.1). In [3], Guler showed t h a t it converges only weakly hi infinite 

dimentional space H. Note t h a t , in many cases, for a fixed 7 > 0, / + 7 T is hard to invert , 

but 7 + 7/4 a n d 7 -1- 7 B are easier to invert t han 7 + 7 T , where T = A + B and A, B are 

two maximal monotone mappings . Spht t ing me thods for problem (1.1) are algori thms t h a t 

do not a t t e m p t to evaluate the rcsolvant ( / + 7 T ) " ^ bu t instead perform a sequence of 

calculations involving only the rcsolvants (7 + 7 ^ ) " ^ and (7 + 7 5 ) " " ^ Such an approach is 

inspired by well-established techniques from numerical hnear algebra (see, [4]). Monotone 
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opera tor spl i t t ing algori thms have extensive l i terature, all of which can essentially be dev­
ided into four principal classes: forward-backward class (see, [5]-[8]) double-backward (see, 
[7] and (9)), Peaceman-Rachford (see, [10]), and Douglas-Rachford (see [10]-[13]). To the 
best of our knowledge, all of Douglas-Rachford spli t t ing me thods only produce weakly con­
vergent i terat ive sequences. Moreover, the weak cluster points of these weakly convergent 
i terat ive sequences only solve some fixed points equat ion, bu t not the original monotone 
inclusion problem. For example, see [8], 
T h e o r e m 1 .1 . If A,B are maximal monotone mappings in a Hilbert space H and 

the solution set of 0 E Ax + Bx is nonempty. Let Xk be a sequence in [0,2] such that 

Z)fc€N •^'c(2 " ^k) = ocij ^6* 7 S R + + , and let xo E H. Set 

Vk = JyXk, 

Zk-^Ji{2yk-Xk), (1.3) 

Xk+i =Xk + Xk{zk - Vk)-

Then, there exists x E Fix{R^R^) x E Fix{R^R^) such that: 

(i) J f X e Zer{A + B); 

(ii) (xfc) converges weakly to x; 

(ill) [yk) converges weakly to J^x; 

(iv) {zk) converges weakly to J^x, 

where R^ — 2J^ — I for mapping D in H. 

Recently, Zhang and Cheng proved [14] t h a t J^Xk converges weakly to a zero oi A + B, 

assumed to be maximal monotone W i t h the addit ional assumpt ion, they also obtained 

s trong convergent result , by combining the method wi th Haugazeau 's me thod [15]. 

Cleariy, me thod (1,3) can be rewri t ten in the form 

Xfc+i - 5( l /2)xfc 

where 

S{a) = aT + {l- a)I, T - {R^R^), 

with nonexpansive mappings T , since R^ and R^ are nonexpansive (see [9]). We also know 
in [8] t h a t J . ^F ix (T) = ZG.T{A-\-B). I t is well-known know t h a t a sequence { x ^ } , generated 
by Krasnoselski-Mann method: 

Xk+i = (1 - OLk)xk + OikTxk, 

only converges weakly t o an element of F i x ( r ) , assumed t o be nonempty, if ak E [0,1] such 
tha t 

^ a f c ( l - Q A ) = -l-co. 
km 

In order t o ob ta in convergent result , using Solodov and Svaiter 's approach [16], Nakajo 
and Takahashi , in [17], introduced the following algor i thm: 

Xl E C, any element 

yk = akXk + (1 - ock)Txk, 

Ck = {zEC-.\\z- VkW < Ik - ^ ; t | | } , (1.4) 

Qk = {zEC-.{xk-z,Xi-Xk) > 0 } , 

216 Xk+i ^ Pc^^nQki^i), k = l,2,---, 
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! where {xt} c [0,1] satisfies l i m s u p i _ „ ^ a t < 1, Developing the idea, in llSJTin order 
to hnd a fixed point of a nonexpansive mapping T on a closed convex subset C in H, 

I Takahashi in t roduced an al ternative projection method: 
lEo — X e C '.= CQ, 

Vk = Q t n + (1 - cit)Txi,, 

Q + , ={zeCt: llvt - z]\ < \\xt - z\\}, ^^•^> 

i t + 1 =Pctt,(x), * = 1 ,2 , , , , , 

which is called the shr inking projection method . They proved the s t rong convergence of 
this sequence t o P F > I ( T ) I , if at, e |0, a] for all * :> 0 and a e (0 ,1) . See, also |19]. 

In this paper , mot ivated by tho results (1.3) - (1.5), wi thout assuming /I + S to be max­
imal monotone, we in t roduce two new i terat ion methods . T h e first me thod is constructed 
as follows; 

XQ G HQ = H, any element. 

Vk = J^Xk, 

Zk = JfC^Vk - Xk), 

l'k = Xk + tk(zk - Vk), 

Hk+, = {zeHi: lift - zf < \\pk - zin, 

Xk+i=PKttJ(Pk), k>0, 

where / is a Meir-Keeler contract ion (see, [20]) in H and sequence {e t} satisfies the con­

ditions 0 < e < €fc < 2. As in [21], t h e second me thod is discribed in the form: 

Xo e H, anv element, 

Vk = JyXk, 

^k = J^C^Vk-Xk), 

Vk = x t + « * ( z t - ! / i t ) , 

Hk = {z€Hk:Hvt-z\\<\\xk-z\\}. 

r ff, ifk = 0 
\ {zeWk-i:{J{Xk-,)-Xk,Xk-z)>0}, if k>\, 

Xk+l = PHtnW^fixk), k>0. 

Recall t h a t mapp ing / in a met r i c space X wi th distance d{x,y) is said to be a Meir-Keeler 

contraction, if for every e > 0 there exists a number ,5 > 0 such t h a t for each x.y e X_ 

e < d{x,v) <€ + 5 implies t h a t d{f{x),f(y)) < e. 

We will make use the following well-known results . 

L e m m a 1 ,1 , (see [8]). Let C be a non-empty, closed and convex subset m H. Then, we 

have: 
2 = P c ( x ) » ( z - i , u - z ) > 0 WeC,VxeH 

where Pcix) denotes the metric projection of x onto C. 
P r o p o s i t i o n 1 ,1 , (see, [8], Corollary 25.5). Lei m be an integer such that m > 2, 

sef / = { 1 , 2 , • • • , m } , and let {Ai),.zi be maximally monotone mappings from a Hilbert 

(1.7) 
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space H to 2". For every i E I, let {x,_k,Ui^k)k>i be a sequence in the Gph A Q̂ t̂  ^̂ ^ 
(x„Ui) E H X H. Suppose thdt ' ' 

^Wi_A:-J 0, and Xi,fc"^a;i; •Ut,fc-̂ Ui; mxj^k - y~l^j,fc -» Q-
i€l 3€l 

Then, there exits x E zer J^ A^ such that the following hold: 
ieJ 

( i ) a; — X l — • • • — x-m] 

(ii) Ewi = o; 
ie/ 

(Hi) Vi E 7, {xi,u^) E GphAi. 

2 Main Results 
We prove the following results. 
Theorem 2.1. If A,B are maximal monotone mappings in Hilbert H such that the 
solution set ofO E Ax-\-Bx is nonempty, then the sequence {xk}, defined by (1.6) witii 0 < 
§.< ek <2 converges strongly to some u^ such that J^Xk converges to J^u, E Zer{A-\-B). 

Proof, i) We prove that Xk is defined for all fc > 0. 

Clearly, Hk is a closed and convex subset in H for all fc > 0. We prove that Hk ^ 0. As 
mentioned above, J^ Fix(T) =̂  Zer(^ + 5 ) •^. 0, and hence Fix(r) 7̂  0. On the other 
hand, J • 

vk^{l- €/2)xk + ekTxk/2. (2.1) 

Therefore, for any p E Fix(T), we have 

\\vk - P\\ < (1 - e/2)||xfc - PII + efcllTxfc - Tp||/2 < ||xfc - p||, 

which implies that 77̂  ^ 0. It means that Xk is well defined for each fc > 0. 

ii) lye show that there exists an element p E H such that Xfc -4 p as fc —̂  00. 

Consider the mapping C/* = Pr\-~^f^Hif. Since Pc is nonexpansive for any closed ftnd 
convex subset C and / is a Meir-Keeler contraction, the mapping t/* is also a Meir-Keeler 
contraction. Therefore, there exists an element p 6 Hi^oHi with p — UJp. Put Zk = 
PHkfip}- Then; Zk ^ p BS k —^ 00, (see [22]). This fact and the convergence of {x^} to p 
were proved also in [21]. 

iii) We prove thatpE Fix(r). 
First, note that xjt+i e Hk+i- By definition, \\vk - Xk+i\\ < \\xk - Xk+i\\ -J- 0. Conse­

quently, \\vk - Xk\\ < 2\\xk - Xk+i\\ -> 0. Now, from (2.1) it follows that [jx^ - Txk\\ < 
2\\vk - Xk\\/e - i 0. Therefore, p e Fix(T). 

iv) yk -> J^P that IS a solution ofOEAx-i- By. 

From (1.6), we have that \\zk - yk\\ ̂  \\vk - Xk\\/ek < \\vk - Xk\\/e -* 0. On other hand, 

{{yk,xk - yk)} C Gph{-yB),(xk,Uk) ^iJ^P,p- JyP),Uk = Xk ~ yk, 

{{zk,2yk-xk-zk)} C Gphi'yA),{zk,Wk)-^{J?P,-p+JjP)^t^k = 2yk-Xk~Zk,\\uk-^Wk\\ -^ 0. 
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By Proposition 1.1, J^p E Zer{A -I- B). This completes the proof. 

Theorem 2.2. Let A,B and {ek} be as in Theorem S.l. Then, we have the same 
conclusion for {xk), defined by (1.7). 

Proof. Clearlj', 77̂  and Wk are closed convex subsets of H and Fix(r) c Hk for all 
fc > 0. We prove that Fix(T) C Wk for ever '̂ fc € N and a sequence {xfc} is well 
defined. We have WQ - H, so Fb<:(T) c WQ. We shall prove this fact by mathe­
matical induction. Suppose that Fix(T) C 77„ n W„ for some n € N. We prove that 
Fbc(r) C 7fn+i n Wn+i. Since Fbc(T) C Tfn n W^ there exists a unique element Xk + \ = 
PHk^Wkfixk), and hence, {f{xk) — Xk+i,Xk+i — p) > 0 for all p 6 7r„ n Wn, which im­
plies that {/(Xfc) ~ Xk+i,Xk+i - p) > 0 for al! p e Fbc(T). Thus, Fix(T) Q tV„+i. Since 
Pn,>o^i/ is a Meir-Keeler contraction in 77, there exists an element p e 77 such that 
p E~r\i>QHi with p = Pn,>oH^,/(p)- P i t Zk ̂  PHJ[P)- Then Zfc -4 p as' fc ̂ " oo. The left 
arguments as in the proof of Theorem 2.1. This completes the proof. 
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TOM TAT 
Phuorng phap chieu co rut va cai bifen phuomg phap tach lai ghep Douglas-Rachford cho 
to^n tur don dieu trong khdng gian Hilbert 

Trong biu bao nJly, d^ tim khOng dî m cho m6l toSn tit dem didu trong khSng gian Hilbert, 
chung tdi gidi thieu phucfng phdp chid'u co riit vh phucmg phip tjich lai ghep Douglas-Rachford. 
Cac phucmg phap n&y dtfoc dira trfin phucmg phip chife'u co rut cua Takahashi cho Inh xa kh6ng 
gian, phucmg phap lai ghep vii phucmg phiip tich Douglas-Rachford. 
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