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predictive eonfrol problem become truly difficult
becanse of the complexity of online linear optmal problem and the Processing of uncertain factors

Tt

time delay objects, the mentioned

must be processed simul ly. With uny

contgining uncertain noniinear, time delay
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+ lime gelay sysiems

INTRODUCTION
The dissertation focused on researching, and
suggestiing predictive control method for a
clzss of nenlinear time delay systems bascd
©on the  foundation of  disturbance
idemtification using neural network. This
nonlinear tystem is represented by a linear
system plus uncertain nonlinear component
which classified as uncertain disturbances or
endogenic disturbances, measureless, state-
dependent and cannot be modeled [17, (2],
First and foremost, we have to identify
4 disturbances affecting to system using weight
. Updated law based on Radial Basic Function
(REF) online. When the identification of
disturbances completed  with  optional
gocuracy, it is possible to reject disturbance or
compensate disturbance effects, Hence, the
» tontrol problems becomes easier because the
system will be a ime-delay linear with certain
patameters then we are able io generate MPC
(Model Predictive Controtler) [3], [4], [5]. As
it can be seen, MPC is a well-known method
for time-delay system. The means of MPC for
time-delay linear which have been developed
i, in recent years has reached certam results.
However, a difficulty when MPC 1s applied in
- reality is that the controller always has to

s

SRy

i

" Tel: 0915 12778 1. Emarl- iethihyrenhinh@gmait com

7 complexity has to be involed the complexity due to time delay. Becausc of the wide spread of time
delay objects in industry and strict Tequitements of increasing the control quality, finding the
predictive control methods for this class becomes an essential problem recently. In order to deal
with the above problem, the article focused o the study: Predictive eontrol for the class of objects

« Tir khod: Model predictive control, internal model predictive conirol, distyrbance, nonlinear,

solve online  optimal problem, optimal
controlling signal is estimated only for
confinuous point, therefore, hardwarc must
handle a jots of calculation. Sometimes, it is
impossible to ensure real time or jt would be
unstable if there is no root for aptimal
probiem, or taking much of time to caloulate
because of strict constrain conditions, Finding
new methods in order to deal with the
provided difficultics is an argent task 51, (6]
THE OVERVIEW OF RESEARCH
Overview of Model Predictive Control {MPC)
Model Predictive Control 15 a syslem contro]
method based on the outputs of objects which
are predi through a matt ical model.
Based on output predictive signal of object,
ophimal algorithms are used to find optimal
control signal so that the future output of
object tracks the desired value. Thus, this
optimal control signal depends on the
accuracy of output predictive signal of object
and the algorithm to find optimal roots. In
reality, mathematical model of object is
usually established based on  physical
theorems which are complex and nermally

Therefore, introducing a method
to dentification or establishing modc) of
object accurascly s interesting  many
scientists and researchers ULI5)
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Research proposal and solution in the article
Instead of designing predictive confroller for

time-delay dependent ponlinear system, we'

design the predictive contro! for linear system

p with  disturh (uncertain
nonlincar-state dependent disturbances). This
disturt is identified online

and will be compensated to make the system
to be a time-delay Knear system, Then, we use
internal model predictive control method
based on disturbance identification to
guarantee the stability and find ranges of
prediction and control. '
Synthesizing predictive conitrol system for
uncertain nonlinear systems with time-delay
is divided into following contcats:

Seperating nonlinear system model into 2
parts; time-delay [incar component and
nonlinear component. According to the
lincarization at the operating point, we easily
determine kinetic parameters of the system
through matrices A and B based on nominal
working point, the remaining nonlinear
component is considered as stat¢ dependent
disturbances or endogenic disturbances of the
linear model.

N zy2tem etk e geiay
Reh = ANt + BOE- 1)+ DRX. 1)
—

Figure 1. Mode! structure aof class of time-delay
. nonlinear abjects

- Using artificial neural network RBF (simple
metwork and easy training) {o online identify
uncertain nonlinear component of the plant;
- Compensating disturbances based on results
of identification;
- Establishing internal madel state feedback
predictive controller with the structure of
compensated disturbance to control the plant
which containing only time-delay  linear
component.
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DISTURBANCE mEN“rmcméar;
.1 ALGORITHM OF TIME-DELAY SYST
"BASED_ 0N %%G OF THE RBF
'NEORAL NETWORK'

Establishing identification algorithm
X(1) = AX(2) + BU(t —7) + DF(X, U) m
Based on [7], [8] we have structure diagram
of neural network approximating a5 Figure 2.

i)

Figure 2. Structure dizgram of neural network
approximating functions f,(), £,() -, f,,l G
of system (1) '

E(s) = AE(5)+ DF(X, 1) )
The sufficient condition for the system (2)
being stable is expressed in the below
theorem. ;
Theorem: Assuming that A is Burwitz
matrix. System (2) will be real stable when
the following conditions are satisfied:
-Q+APU <q;

def HF”:”I[

B> ;
)| = TR
i, =ﬂ¢y<X>E..,quB+ i U’(f)U(i)défJ;
(=12, m,; j=1,2,,1 @)

where Q is positive definite symmetric
matrix; where P is positive infinitive
symmetric roots of

—Q=A"P+PA; 7 (Q) is the smaliest
eigenvalue of matrix Q ; ]_’,,_,,: + 1S row pg.
n—m, +i of matrix P ;

U, =sup{U(e)] s 4 =1+ ATUL,
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The dérfvafion of V along the locus of @
being always negative will be the sufficient
condition for (2) being stable. Modifying V
" we obtain these conditions, the rcsults are
shown in (3).
Dt the corresponding diti
" for disturbance compensating in time-
delay dependent systemt with multiple
. distarbance affecting
5 The corresponding conditions which are able to
" compensatc disturbance have heen determined.
* Meanbe defined as [9]: BG =D (5»
=

Figure 3. Structure diagram of time-delay object
. i control channet, affecting by state dependent
disturbance and disturbance compensation
channed based on disturbance identification

i Synthesizing predictive controller based on
. Internal model for tine-delay object ang
establishing contrel system

. Control gbject will be descrived by:
 X(=AX()+BV() (6)
f Vin=ug-o) ]
!'ﬂle mentioned  problem s synthesizing
f

L
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eontrol system, ensuring the minigum of
objective function J [10]:

J=J’H(X,U)dr—) min @)
o

The optimal control law follows the optimal

objective (8) for the ohject which formed:

Y
]
\

7

0 =-K¥OX()-K | ¥ - SBU(ute

= -K¥(OX()+ K{‘I‘{‘(I—QBUE{W{ *j*[/ ’;')HL’(E)"{JL
9)

The first component in the bracket is state
vector of time-delay system ¢, since control
signal U(r) creating during the time from 0 to
#=2:{0,t~7]; the second onc in the bracket
is state of system without time-delay since the
control action U(z} creating during the time
from 0 to £: [0,¢] . Thesc components are sasy
to create of models;
Xl = AX,, @)+ B, U, (1)

(10
X (0= Ay X, 1)+ B, U, (1) (tny
Ua (0= -K¥()X0)- KX, (0+ KX, ) (12)

Figure 4. Structure diagram of control System
based on predictive mode! for a class of time-
delay dependent cbjects

It is clear that model M, implements
predictive predictions of the object’s state
vector with prediction time 7 in the condition
without delay andA, =A;B, =B, we
bave: X, (0)=X(t+71) 13
Thus, the system’s predictive  sash s
[t,H—r]. This sash will slide following the
time axis during operating. From (12) and
(13}, we can clearly sce that the affection of
optimal contrel (12) is created based on the
foundation of predictive results {13), the state
vector of control object X(t) and state vector
of mode] MM, with delay XM‘ (). Therefore,
the control range will be 7. The optimal
control function (12) which gained s
apalytical function of system’s state vector
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X(t), the state vector of modei MH, with
time-delay X‘,‘ {t) and state vector of
predictive control MH, without time-dclay
X, (1) at the time 2.

However, control laws (12) are only able to
apply in cases matrices A and B having
invariable componcnts and control objects
(6), (7) are not affected by disturbance [11]. Tt
is able to apply control laws (12) for the cases
which exists statc dependent disturbance, we
can  use identification methods and
disturbance compensation based on predictive
model as suggested in Part 2. Hence, the
combination between control law synthesized
method based on suggested predictive model
and identification method and compensated
disturbances affecting to object, we will have
solution to solve completely control problem
based on predictive control for a very wide
class of time-delay dependent object under
effects of disturbance, especially uncertain
nenlinear disturbance depends on state.
The obtained control law is analytic function
of state vector of control object, state vector
of time-delay dependent model, make sure
both optimal and stable characteristic for
system. The calculation to define optimal
control value Uy, (f) following control law
which gained in (12) is very simple with only
three multiplications and one addition without
the essentill of finding solutions for
differential  equation Riccati  with  two
boundary conditions like the situation tf is
finite. Therefore, calculation the real time
ing with realizable ch
of control law are guaranteed.
Simulation
Establishing IMPC to contro] two channel Cy
and & together with two input control signals
of CSTR [12).
In this case, after disturbance is compensated
fRyand  fy(R,C,.%,%,), the kincmatic
equation of object CSTR formed:

istic
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=g ) +8,F 1~ 1)+ by (1= 1)
g aJ(i)wnE.(mbui,(t—rwbnfi(’l';))
(

Figure §, Structure diagram of control systein
based on internal predictive model for time-delay
dependent object basing identification by neural
network including disturbance compensating

Figure 6. Structure diagram of 2-channel control
Jor liquid level h and concentration Cb using 2
control signal following IMPC structure

+ s R
Figure 7. Response of itquid level and
concentration Cb using IMPC controiler
employing 2 control signals for (i me-delay

dependent cbject T = S5
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and the steady error
the timc-delay

CONCLUSION -
**"Mode! predictive conitrol has meny significant
advantages, high efficiency for time-delay
dependent objects, slow kinematic objects and
T~ abjects with constrains, Predictive controf
" keeps improving remarkable in  recent
decades and zcached important achievements;
" however, there are many esseatial problems
- which has not been solved or unsatisfactory.
One of those is establishing method to
i1 synthotize predictive control  system  for
" uncertain (or a part is uncertain) nonlinear
object affecting by disturbance and time-
delay effect. This class is popular in industry
and desited for higher quality control and
more effective.
Therefore, the above mentioned problem
, becomes more and more urgent in both
" scientific side and application in reality.
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MOT PHUONG PHAP TONG HOP BO BIEU KHIEN DUA TREN Cgf SO p1EU
KHIEN DU BAO THEO MO HiNK NOI CHO HE THONG PHI TUYEN Co TRR
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Vige thn t9i cic yéu 6 bt dinh lam cho vin ¢
Predicti Control) thyc sy té nén kho khin b

tré, 4 phiic tap néu trén con dugc chng them phin 6 ngai do ‘higu img & gay ra. Mt khac, cic
d0i tugng c6 wE nay rit phd bién trong cong nghigp, céc yéu cau ning cao chat lm;rng ditu khién
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