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INTRODUCTION 

Tie dissertation focused on researching, and 
suggesttmg predictive confrol method for a 
class of nonlmear tune delay systems based 

: on the foundation of dishirbance 
- Identification using neural ietwork This 

nonhnear system is represented hy a hnear 
!J«em plus unccrtam nonlinear component 
which classified as uncertain dishirbances or 
endogemc dishirbances, measureless, state-
dependent and cannot be modeled [ 1 ], [2], 

, Fust and foremost, we have to identify 
» itehirbances atfecHng to system using weight 
. i^dated law based on Radial Basic Function 

(RBF) online. When tbe identification of 
dishirbances completed with optional 
accuracy, it is possible to reject dismrbance or 
Hlmpensate dishubance effects. Hence, the 
ranhol problem becomes easier because the 
system will be a time-delay linear with certain 
Pwametets then we are able to generate MPC 
(Model Predictive Confroller) [3], [4], [5]. As 
it can be seen, MPC is a well-known method 
for tune-delay system. The means of MPC for 
time-delay linear which have been developed 
in tecent yeats has reached certain results. 
However, a chfficulty when MPC is applied in 
reality is that the confroller always has to 

Tel: 0918 127731. Emad- le,l„l,u\-enl,nh,dpmn,lr, 

solve onlme optimal problem, optimal 
confrolling signal is estimated only for 
contmuous point, therefore, hardware must 
handle a lots of calculation. Sometimes, it is 
impossible to ensure real time or it would be 
unstable if there is no root for optimal 
problem, or taking much of tinic to calculate 
because of sfrict consfrain conditions. Finding 
new methods in order to deal with the 
provided difficulties is an urgent task [5], [6]. 
THE OVERVIEW OF RESEARCH 
Overview of Model Predictive Control (MPC) 
Model Predictive Confrol is a system control 
mediod based on die outputs of objects which 
are piedicted du-ough a mathematical model. 
Based on output predictive signal of object, 
optimal algorithms are used to find optimal 
control signal so that the ftiturc output of 
object Packs the desired value. Thus, this 
optimal control signal depends on the 
accuracy of output predictive signal of object 
and the algorithm to find optimal roots. In 
reality, mathematical model of object is 
usually established based on physical 
theorems which are complex and normally 
inaccurate. Therefore, introducing a method 
to identification or establishing model of 
object accurately is interesting many 
scientists and researchers [1],[5]. 
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Research proposal and solution in die article 

Instead of designit^ predictive controllef for 
time-delay dependent nonUneM system, we 
design the predictive control for linear system 
accompanies with disturbances (uncertain 
nonlinear-state dependent disturbances). This 
disturbance component is identified online 
and will be conqrensated to make flie s ^ t e m 
to be a time-delay linear s^ tem. Tlien, we use 
intemal model predictive control method 
based on disturbance identification to 
guarantee the stability aad find ranges of 
prediction and control. 

Synthesizing predictive control system for 
uncertain nonlinear systems with time-delay 
is divided into foUowing contents: 
Separating nonlinear system model into 2 
parts: time-delay linear component and 
nonlinear component. According to the 
lineari2ation at the operating point, we easily 
determine kinetic parameters of the system 
t h r o u ^ matrices A and B based on nominal 
working point, the remaining nonlinear 
component is considered as state dependent 
disturbances or endogenic disturbances of the 
linear model. 

Figure 1. Model structure of class oftime-delay 
nonlinear objects 

- Using artificial neural network RBF (simple 
network and easy training) to online identiiy 
uncertain nonlinear conqjonent of the plant; 

- Compensating disturbances based on results 
of identification; 

- Establishing intemal model state feedback 
predictive controUer with f̂lie structure of 
compensated disturbance to control the plant 
which containing only time-delay linear 
component. 

DISTURBANCE IDENTIFICATION 

i^ALGORTIHM OF T I M E - D H A Y SYSTEMS 

BASED ON THE USING OF THE RBF 

NEURAL NETWORK 

Establisliiiig idaitiScation algorithm 
X ( 0 = A X ( 0 + B D ( J - T ) - 1 - D F ( X , U ) (1) 

Based on [7], [8] we have structure diagram 
of neural nehvoik appmyirpating-as Figure 2. 

Figure 2. Structure diagram of neural .network 

upproximatingjunctions fj(-), f.j,(-y ,-••.-,/ (.) 

of system (J) 

E ( 0 = A E ( 0 + D F ( X , U ) ' (2) 

The sufficient condition for the s y s t ^ (2) 
being stable is expressed in the below 
theorem. 

Theorem: Assuming that A is Ifer?yitz 
matrix. System (2) wiU fae real stable #hen 
the foUowing conditions are satisfied: 

'p-p-,4 

", = 'l«>,(X)P..,.,E(t)[̂ i+ j U^C«D(f)d|]; 

i = l,2,-;m^;j'=X2,-,l (3) 

where Q is positlvp definite symmettic 
mafrix; where P is ppsMve mflaiave 
symmetric roots of 

- Q - A ' - p + P A ; r „ . ( Q ) ^ i s the smallest 

eigenvalue pf mattix Q ; P._._^, is „ „ no. 

n — m^+i ofmatiixP ; 
u _ = sup|U(0|; .«„ = 1 + ArD^ 
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P S " ^ " ™ ° ""eoiem has b«in.j)n>ved frgbtly 
- d on the s e c Q o t J ^ ^ ^ ' X j ^ u n o v for 

, m ^ wheie* i l ^ ^ ^ Lyapunov is 

, ' '" (4) 
Tte denvaton of V along the locus of (2) 
being always negative will be the sufficient 

i condition for (2) bemg stable Modifying V , 
\»e obtam those conditions, tbe results arc 
shoisn in (3). 

Detenmne the corresponding conditions 
for disturbance compensating in time-
dday dependent system with multiple 
disturbance affecting 

5 & conespondmg conditions which are able to 
compensate dishirbance have been detemmed. 
it can be defined as [9]: BG = D (5) 

—«ir('m,HKlj^ro-mVfm-j'r<,-(!Btl,s)ds\ 

l h e first component m the bracket is stete 

vector of time-delay system r , since confrol 

signal 0 ( ( ) creating during the time from 0 to 

/ - r : [0, r - r ] ; the second one m the bracket 

is state of system without fime-delay since the 

confrol action U(Ocreatmg durmg the fime 

fiom 0 to I: [0,1] . These components ate easy 

to create of models; 

*« , ( ' ) = A,„X„ W + B „ U „ ( t - r ) 
. " • ' " " ' ' (10) 

'<M,(') = A , ' ' , , ( 0 + B„U„(O ( I I ) 

U,(t)—KTCrlXM-KX^^fO + KX, (!) (12) 

FiBUre 3. Sduchire diagram oftlme-delay object 
. -.. m control channel, affecting by stale dependent 

I disturbance and disturbance compensation 

channel based on disturbance Idenlificalion 

, Synthesizing predictive controller based on 

; niteraal model for time-delay object and 

establishing control system 

Conttol object will be described by: 

. *W.AX(0+BV(() (6) 

I V(O.U(,_|.) PJ 

The mentioned problem is syndiesizing 
confrol system, ensuring the minimum of 

• objective function J [10]: 

I • ' » f f f { X , U ) r f ( - > r a i n (8) 

1 -
1 The optimal conttol law foUows the optimal 
\ objective (8) for the object which formed: 

Figure 4. Saacture diagram of control sysiem 

based on predictive model for a class trf lime-

delay dependent objects 

It is clear diat model Mj implements 
predicUve predictions of the object's slate 
vector with prediction time r in the condition 
without delay and A,„ = A ; B „ = B , we 
have:X„^(() = X(( + r ) (13) 

Thus, the system's predictive sash is 
[ t , t - l - r ] . This sash will sUde following the 
time axis during operating. Ftom (12) and 
(13), we can clearly see that the affection of 
optimal cpnfrol (12) is created based on the 
foundation of predictive results (13), the state 
vector of confrol object X(t) and state vector 
of model MH, with delay X „ ( ( ) . Therefore, 
die control range will be r . The optimal 
conttol fiinction (12) which gained is 
analytical ftmction of system's state vector 
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X(t), the state vector of mode! MHi with 

time-delay X „ ( r ) and state vector of 

predictive control MHi without time-delay 

X^^ (Oat the time/. 

However, control laws (12) are only able to 

apply in cases matrices A and B having 

invariable conqwnents and control objects 

(6), (7) are not affected by disturbance fl 1 ]. It 

is able to apply control laws (12) for &e cases 

which exists state dependent disturbance, we 

can use identification methods and 

disturbance compensation based on predictive 

model as suggested in Part 2. Hence, ttie 

combination between control law sjfnthesized-

mettiod based on suggested predictive model 

and identification method and compensated 

disturbances affecting to object, we wiU have 

solution to solve conqiletely control problem 

based on predictive control for a very wide 

class of time-delay dependent object under 

effects of disturbance, especially uncertain 

nonUnear disturbance depends on state. 

The obtained control law is analytic function 

of state vector of control object, state vector 

of time-delay dependent model, make sure 

both optimal and stable characteristic for 

system. The calculation to defme optimal 

control value U„p(0 following control law 

which gained in (12) is very simple with only 

three multiplications and one addition without 

the essential of finding solutions for 

differential equation Riccati with two 

boundary conditions like the situation tf is 

fmite. Therefore, calculation the real time 

accompanying with reaUzable characteristic 

of control law are guaranteed. 

Simulation 

Establishing DVIPC to conti'ol two channel Q 
and h together with two input control signals 
o fCSTR[l2] . 

b Ulis case, after disturbance is compensated 

y;(/i)and fi{h,C^Ji^,u^), the kinematic 

equation of object CSTR formed: 

=*i„A,(0+iiA(/-T)+6ij ir ,( /-T) 

Figures. Structure diagram of control systeht 
based on intemal predictive model for time-delay 
dependent object basing identification by neural 

network including disturbance eampensating 

Figure 6. Structure diagram of2'channel control 
for liquid level h and concentration Cb using 2 

control signal following IMPC siructure 

Figure 7. Response of liquid level and 
concentration Cb using IMPC controller 

employing 2 conlrol signals for time-delay 
dependent object T = 5s 
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From Figure 5. ^ p l y t a g On CSTR case get 
Flguiie 6. The nt^ills a n Figure 7. indicate 
Ihatlhere is no o v c ^ « ! t ! a n d the steady enor 

f-eqnah to Ecni; a t t y b the time-detay 
= 5s exists. 

CONCLUSIOJf 

'Model predictive confrpl has many significant 
advantoges, high efficiency for tune-delay 
dependent objects, slow kmematic objects and 
objects with consframs. Predictive confrol 

• teeps unptovmg remarkable iu recem 
•^_ decades and reached hnportant achievements-

> r r f - * " \ ™ " " • y = '^™' i^ p r a w n s ' 
^ which has not been solved or misatisfactory 

'l ^ » , « ^ . ' ^ "^"^Wi^Wng mediod to 
I synthefrze predichve confrol system for 

uncertain (or a part is miccrtain) nonltaear 
V object affechng by dishirbance and thne-
. "Way =frecl. This class is popular in industty 

and dKUed for higher quality confrol and 
more etiective. 

Thetefore, the above mentioned problem 
becomes mote and more urgent m bod, 
scienttflc side and application in reality. 
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