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Thanks to the availability of texts on the Web in recent years, increased knowledge and information 
have been made available to broader audiences. However, the way in which a text is written–its 
vocabulary, its syntax–can be difficult to read and understand for many people, especially those 
with poor literacy, cognitive or linguistic impairment, or those with limited knowledge of the 
language of the text. Texts containing uncommon words or long and complicated sentences can be 
difficult to read and understand by people as well as difficult to analyze by machines. Automatic text 
simplification is the process of transforming a text into another text which, ideally conveying the same 
message, will be easier to read and understand by a broader audience. The process usually involves 
the replacement of difficult or unknown phrases with simpler equivalents and the transformation 
of long and syntactically complex sentences into shorter and less complex ones. Automatic text 
simplification, a research topic which started 20 years ago, now has taken on a central role in natural 
language processing research not only because of the interesting challenges it posesses but also 
because of its social implications. This book presents past and current research in text simplification, 
exploring key issues including automatic readability assessment, lexical simplification, and syntactic 
simplification. It also provides a detailed account of machine learning techniques currently used 
in simplification, describes full systems designed for specific languages and target audiences, and 
offers available resources for research and development together with text simplification evaluation 
techniques.

ABOUT SYNTHESIS
This volume is a printed version of a work that appears in the Synthesis 
Digital Library of Engineering and Computer Science.  Synthesis lectures 
provide concise original presentations of important research and 
development topics, published quickly in digital and print formats. For 
more information, visit our website: http://store.morganclaypool.com
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Synthesis Lectures on Human Language Technologies is edited by Graeme Hirst of the University
of Toronto. e series consists of 50- to 150-page monographs on topics relating to natural language
processing, computational linguistics, information retrieval, and spoken language understanding.
Emphasis is on important new techniques, on new applications, and on topics that combine two or
more HLT subfields.
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ABSTRACT
anks to the availability of texts on the Web in recent years, increased knowledge and informa-
tion have been made available to broader audiences. However, the way in which a text is written—
its vocabulary, its syntax—can be difficult to read and understand formany people, especially those
with poor literacy, cognitive or linguistic impairment, or those with limited knowledge of the lan-
guage of the text. Texts containing uncommon words or long and complicated sentences can be
difficult to read and understand by people as well as difficult to analyze by machines. Automatic
text simplification is the process of transforming a text into another text which, ideally convey-
ing the same message, will be easier to read and understand by a broader audience. e process
usually involves the replacement of difficult or unknown phrases with simpler equivalents and the
transformation of long and syntactically complex sentences into shorter and less complex ones.
Automatic text simplification, a research topic which started 20 years ago, now has taken on a
central role in natural language processing research not only because of the interesting challenges
it posesses but also because of its social implications. is book presents past and current research
in text simplification, exploring key issues including automatic readability assessment, lexical sim-
plification, and syntactic simplification. It also provides a detailed account of machine learning
techniques currently used in simplification, describes full systems designed for specific languages
and target audiences, and offers available resources for research and development together with
text simplification evaluation techniques.
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syntactic simplification, lexical simplification, readability measures, text simplifica-
tion systems, text simplification evaluation, text simplification resources


