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ABSTRACT

University of Technology — TNU

This paper addresses the energy efficiency problem of household customers by observing and
responding accordingly to the condition of the upstream grid; the key condition is the market price
which is passed to the end-use customers though a new market entity, namely load aggregators. A
framework based on Smargrid technologies, e.g., Advanced Metering Infrastructure (AMI) for
monitoring home energy consumptions is proposed. The problem is to schedule and control the
home electrical appliances in response to the market price to minimize the energy cost over a day.
The problem is formulated using Dynamic Programming (DP) and solved by DP backward
algorithm. Using stochastic optimization techniques, the proposed framework is capable of
addressing the uncertainties related to the appliance performance: outside temperature and/or
users’ habits, etc.

Keywords: Demand response, Home energy efficiency, Heat ventilation and air conditioning,

Dynamic programming, Smartgrid.

INTRODUCTION

This paper discusses a new approach to
energy efficiency in the residential sector by
watching the household consumption from
the system perspective: it is more economical
and efficient not only for household
customers but the system-wide if the
appliances and lighting are turned on in low
price times and off in the high time. This can
be referred to as Demand Response (DR)
program and/or Home Energy Management
System (HEMS). Herein, we propose a DR
framework for a household that consists of
two functions: (1) Off-line scheduling
according to the prediction and (2) On-line
control based on both the previous scheduling
and real-time load measurements. The
framework is based on  advanced
communication and automation technologies
applied to the power grid, i.e., Smartgrid with
the key component is Advanced Metering
Infrastructure (AMI). The problem is finding
out the optimal consumption each time slot
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(stage) of the day to minimize the overall
energy cost, subject to the constraint of the
physical system and the users’ preference of
comfort.

THE PROPOSED DEMAND RESPONSE
FRAMEWORK

The proposed DR framework for household
customers is sketched in Fig. 1. As
aforementioned, under market environments
electric customers are offered choices to pay
their usage corresponding to the condition of
the wholesale market, i.e., real-time price.
The matter of fact is that it is not suitable for
human to analyze and respond to the frequent
change over time of the real-time price (e.g.,
every 5 min). Therefore, advanced
communication and automations, also known
as Smartgrid technologies are essentially
needed here. The proposed scheme consists of
two different functions: (1) Off-line
scheduling according to the anticipated price
and load models and (2) On-line control
combining both the scheduling ahead and the
real-time measurements.
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Figure 1. The DR framework based on AMI for household customers

Day-ahead Scheduling

The problem of day-ahead scheduling is to
find out the so-called “control policy” that
minimizes the expected energy cost over a
day with respect to the uncertainties of the
forecasting. The solution is subject the
constraints associated the physical system
capacity and/or the users’ preference of
comfort, etc. It is worth noting that the
decision is made in accordance with the time
basis of the electricity market, which is 5 min.
in this paper. The problem can be formulated
as follows [7].
min E

Uy W
k=01..N-1 k=01.N-1

{gN (XN )+Z::§gk (Xk’uk'Wk )} (1)

Subject to
Xk+1 = fk (Xkaukywk), k :0,1N —1(2)

u™ <u, <u™, k=0,1..N -1(3)
XM < x < x™, k=12..N @)

h (X, Uy, W ) <0, i=12..n(5)

k=1,2..N

where X the state variable at the beginning of
stage k; uk the control variable during stage k;
wi the uncertainty during stage k; N is the
number of stages over the scheduling period;
on(Xn) is the terminal cost, i.e., the cost
associated with the final state; gx(Xk,Uk,Wk) iS
the cost in stage k; fi(Xk,Uk,Wk) is the state
transition function; Umin, Umax are the capacity
limits; Xmin, Xmax are the physical limits of the
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system; and hi(x1,Xz2...xn) refers to the
customers’ preference, e.g., human would feel
comfortable if the temperature is kept within
22-26°C with HVAC; batteries must be full
of charge by 7:00 AM (i.e., the time to go
working) with EVs.

In this formulation, equation (1) is the
objective function, i.e., minimizing the energy
costs over a day subject to the uncertainties.
Equation (2) shows the modeling of loads
which represents the dynamics (state
transition) of the load performance. Equations
(3) and (4) are the physical constraint of the
loads. Finally, equation (5) represents the
conditions to be comfortable setup by
customers and n is the number of functions
needed.
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Figure 2. The proposed DR framework and its
variables defined in stage k
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The control policy resulted from the day-
ahead scheduling is a set of functions of the
system state, denotes pk(Xx), k = 0, 1...N-1,
that will point out the optimal control of the
system provided the measurement of the
current state (i.e., the scenario is cleared).

Real-time Controller

The fact is that the scenario probably differs
from the anticipation due to many uncertain
factors, e.g., weather, temperature and users’
demands, etc. Therefore, the real-time control
should not only follow the previous schedule
but also depend on the real-time measurement
of the system. With the control policy
determined ahead of time, the decision in
real-time operation can be made as simply as:

U = 44 (%) (6)

where xx is measures of the state variable.
The block diagram of the proposed DR and its
variables defined in stage k are expressed in
Fig. 2.

ILLUSTRATIVE EXAMPLE

This section provides an illustrative example
where the proposed framework is tested in the
DR problem of HVAC loads in a real-time
electricity market. The idea of HVAC is
taking advantages of the slow dynamics of the
heating/cooling process compared to the
changing rate of the price signal (i.e., 5 min.)
to manage the HVAC operation with the
target of minimizing the total energy cost in a
day while maintain comfort levels to the
users. The framework specified for HVAC is
as follows.

H N-1
min TE {Zk:() pkqfc} (7)
k=01 N-1 k=01%N-1
Subject to
tea =t +ag +B(T, _tk)
or 8)

to = (1= B)t +ag® + BT, k=0,1..N-1
oy < O2° <q,, k=0,1..N —1(9)

tn <t <t._,k=12.N(10)

max ?

whereq;” is the energy consumption of

HVAC during state k, [KWh]; t« is the indoor
temperature at the beginning of stage k, [°C];
Tk is the outside average temperature during
stage k, [°C]; N is the number of stages; a is
the equivalent thermal resistance of HVAC,
[°C/kWh]; B is the coefficient of the heat
transfer between the indoor and outdoor
space, [p.u.]; q* g, are the capacity limits

min!qmax

of HVAC, [KWh]; and tmin, tmax are the lower
and upper temperature of human comforts,
[°C], e.g. human feels comfortable with the
temperature between 22-26°C. It is worth
noting that with time basis of electricity
market is 5 min., resulting in the number of
stages is 24x12 = 288 in a day.

The control policy constructed through the
above scheduling problem combined with the
real-time measurements (of the actual indoor
temperature) will be used to determine the
optimal decision as follows.

O = 44 (tk ) (11)

The proposed HVAC scheme will be
compared with the traditional scheme that
HVAC is controlled by a thermostat. With the
upper/lower set-points, HVAC will be
switched on/off when the indoor temperature
reaches the lower or upper bound of the
customers’ preference, respectively. This can
be described mathematically in the following.

qrérllcax If tk <t

ql?il = QElC If tmin < tk < 1:malx (12)
0 if t >t

The price data used in this study is obtained
by modifying the hourly electricity price of
PJM market from March 24" to 30" 2014
(Monday to Sunday of a whole week) [8]. It is
noted that the hourly price is determined
through day-ahead bidding in electricity
markets. The real-time imbalance caused by
load deviations from the anticipation will be
handled by calling upon the up/down
regulation services; this action results in the
real-time price differed from the hourly price
[9]. The temperature in this study is referred
from National Climate Data Center at New
York, USA in the same period as the PJM
price [10]. The price and temperature data are
displayed in Fig. 3.

min
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Figure 3. The PIJM hourly price and temperature
in New York, USA from March 24" to 30" 2014

Fig. 4 illustrates the control policy at some
stages (stage No. 5, 6, and 100) on March 24"
2014: the optimal decision, g;[KWh] as a

function of the state variable, tx [°C]. Two key
drivers of the control policy at each stage are:
(1) the price signal and (2) the temperature of
the following stages; thus, the HVAC tends to
run a little at stage No. 6 (green, dashed line)
since the price is quite high and expected to
drop soon; in contrast, at stage No. 100 (red,
broken line) HVAC is operated intensively to
drive up the indoor temperature, avoiding to
run with the high price in the coming stages.
It is noted that the maximum capacity of
0.5kWh per stage is equivalent to a 6kW
power drawn from the grid.

- At stage No. 5
r - At stage No. 100 -|
=0.5kWh — At stage No. 6

qmax

0.6

gy, (kWh)

2 23 24 25 26
t. (°0)

Figure 4. The control policy on March 24" 2014
obtained from the scheduling problem
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Fig. 5 shows the indoor temperature of
HVAC controlled by the proposed and
traditional scheme on March 24" 2014. As
aforementioned, the traditional scheme is
based on a thermostat to drive the indoor
temperature from the lower to upper bound
(red, broken line), repetitively. On the other
hand, the proposed scheme (blue, solid line)
considers both the trend of electricity price
and temperature in the whole period (a day);
and the control policy is constructed by
minimizing the total energy cost subject to the
uncertainties of the prediction (e.g., the
outside temperature). Thus, the HVAC will
run with different operating levels throughout
the day, driving the indoor temperature within
the comfortable range (22-26°C). The
economic performance of the proposed
scheme in comparison with the tradition
scheme is expressed in Fig. 6.
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Figure 5. The indoor temperature with the proposed
and tradition operation scheme on March 24" 2014
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Figure 6. The cost per simulated day (from March
24 to March 30 2014)
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Fig. 6 shows the energy cost in each day of
the simulated period: from March 24" to 30"
2014. Generally, the cost is quite high from
March 24™ to 27" due to two reasons: first,
the weather is cold with the temperature is
usually lower than —10 Degree Celsius and
secondly, the electricity price is relative high
in weekdays (from Monday to Thursday),
particularly the critical peak price occurs on
Thursday March 27", In contrast, the cost
from March 28" to 30" is much slower
because the temperature rises significantly
(0-10 Degree Celsius) and the electricity
price also decreases somehow in the
weekend.

As the simulation results, it can be recognized
that significant saving can be obtained by the
proposed DR scheme on HVAC loads
compared to the traditional operation.
Particularly with the critical peak price on
Thursday, the proposed scheme can manage
the energy cost to be not increased that much
and obtain the highest saving throughout the
simulated week. In overall, the energy cost
with the proposed scheme is 18.67$ while that
with the traditional scheme is 21.85%; the
saving in this case is about 14.55%. The
HVAC modeling parameters and the
customer preference is provided in Table 1.

As the simulation results, it can be recognized
that significant saving can be obtained by the
proposed DR scheme on HVAC loads
compared to the traditional operation.
Particularly with the critical peak price on
Thursday, the proposed scheme can manage
the energy cost to be not increased that much
and obtain the highest saving throughout the
simulated week. In overall, the energy cost
with the proposed scheme is 18.67$ while that
with the traditional scheme is 21.85$; the
saving in this case is about 14.55%. The
HVAC modeling parameters and the
customer preference is provided in Table 1.

Table 1. The parameters used in the simulation of
the illustrative example

System Customer
parameters preferences
a (°C/kwh) 2.5 tmin °C) = 22
B (pu) 0015 tmax (OC) 26
S CUDI
g™ (kwWh) 50
CONCLUSION

This paper has presented a new framework
for the energy efficiency of household
customer based on Smartgrid technologies
applied into the existing power grid. The
saving can be achieved by customers actively
responding to the market price which is
passed to the end-users though load
aggregators. The proposed framework is
comprised of two main functions: (1) Off-line
scheduling according to the anticipated data
and (2) On-line control based on both the
ahead scheduling and the real-time
measurements. The problem is formulated
and solved by DP backward algorithm, i.e.,
minimizing the expected energy cost over a
day subject to the uncertainty of the
forecasting. The proposed framework has
been specified and tested in HVAC loads
under real-time electricity. The electricity
price is referred from the PJM electricity
market and the temperature is from National
Climate Data Center in New York, USA in
the same period: from March 24t to 30t 2014
(the whole week). The simulation results
showed that the proposed scheme is not only
capable of controlling the indoor temperature
within the comfortable range (22-26°C) set
by customers but the energy costs can be
saved remarkably. The amount of saving over
the simulated period compared with the
traditional operation scheme is as high as
14.55% in this study.
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MOT PHUONG PHAP TIEP CAN MOI CHO VIEC TIET KIEM DPIEN NANG
CHO CAC HQ TIEU THU DUA TREN CONG NGHE SMARTGRID

Nguyén Minh Y*, Pham Ngoc Thiing va Nguyén Huy Todn
Truong Pai hoc Ky thudt Céng nghiép — DH Thdi Nguyén

Bai bao dé cap dén vain dé nang cao hiéu qua trong viéc st dung dién ning tai cac ho tiéu thu dién
bing cach dy bao, cap nhat va xir ly cac thong tin vé ludi dién; trong thi truong dién, cac théng tin
nay dugc phan anh thong qua gia dién va dugc truyén dén ngudi dung dién theo thoi gian thuc
thong qua cac cong ty ban dién. Trén co so d6, bai bao d& xuat mot md hinh quan 1y va diéu khién
céc thiét bi dién trong ho gia dinh dwa trén nhitng cong nghé cua mang dién théng minh
(Smartgrid) véi ham muc tiéu la toi giam hoéa chi phi tiéu thu dién ning trong ngay. Bai toan dugc
md hinh bang phuong phap quy hoach dong (Dynamic programming) va giai bang thuat toan tinh
nguoc (Backward algorithm). Ung dung ly thuyét sic xuét thong ké, cac dai lwong ngdu nhién nhw
nhiét d6 moi tredong hay nhu cua cau ngudi sir dung ciing s& duoc giai quyét.

Tir khoa: Piéu khién phy tai, hiéu sudt sir dung nang leong, hé théng diéu hoa trung tam, quy

hoach dong, mang dién thdng minh.
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