Bui Viét Huong

Tap chi KHOA HOC & CONG NGHE

135(05): 139 - 143

DETERMINATION OF A TIME-DEPENDENT TERM IN THE RIGHT HAND
SIDE OF LINEAR PARABOLIC EQUATIONS

ABSTRACT

Bii Viet Huong*

College of Science, Thainguyen University, Vietnam

We propose a variational method for determining a time-dependent term in the
right hand side of parabolic equations from integral observations. It is proved that
the functional to be minimized is Fréchet differentiable and a formula for its gradient
is derived via an adjoint problem. The problem is discretized by the finite difference
methods and then he conjugate gradient method in coupling with Tikhonov regular-
ization is applied for numerically solving it. Numerical results are presented showing

that our technique is efficient.
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1 Introduction

Let ©2 be an open bounded domain in R"™. De-
note by 92 the boundary of , @ := Qx (0, 7],
and S := 9Q x (0,T]. Consider the following
problem

up — Au :f(t)gO(l‘,t)—Fl[)(l‘,t),(l‘,t) € Q,
U(ZL‘,O) = ’LL()(I'),ZL‘ € Q,

ou

9 = g(z, 1), (z,t) € S.

(1.1)
Here, v is the outer normal to 092. And ¢ €
Loo(Q)» ¢($7t) € L2(Q)> ’LL()(I') € LQ(Q)v
g(z,t) € L?(S). Furthermore, it is assumed
that ¢ > ¢ > 0, with ¢ being a given con-
stant.

To introduce the concept of weak solution,
we use the standard Sobolev spaces H'(),
H(Q), HY(Q) and HY(Q) [3, 5, 6]. Fur-
ther, for a Banach space B, we define
L*(0,T;B) = {u : u(t) € B aet €
(0,T) and ||ul|z2(0,1;5) < 00}, with the norm

T
Il = [ Il

In the sequel, we shall use the space

W(0,T) defined as W(0,7) = {u : u
L?(0,T; HY(Q)),us € L*0,T;(H'()))
equipped with the norm ||u||%,[,(0 )

‘—v—/m

9

HuH%?(o,T;Hl(Q)) + Hut”%?(o,T;(Hl(Q))’)'

Definition 1. The function v € W(0,7T) is
said to be a weak solution of (1.1) if for all
n € L%(0,T; H'(Q)) satisfying n(-,T) = 0, the
following identity holds

T
/O (ue, M) (1)), 1 () di+

// vu Y ndxdt + //S ag(z, t)n(x, t)dsdt

Q

= [ (st v )t
(1.2)

and uli—o = up. It is proved in [5] that there
exists a unique solution in W (0, T") of the prob-
lem (1.1). Furthermore, there is a positive con-
stant ¢; > 0 independent of f,p, v, g and wug
such that

lullw oy < calll fellrzg) + 1Y 2 ) +
19112y + uo llp2q))-

In this paper, we will consider the inverse prob-
lem of determining the time-dependent term
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f(t) from an integral observation of the solu-
tion u. Namely, we try to reconstruct f(t) from
the observation

lu(x,t) == / w(z)u(x,t)de = h(t), t € (0,T),

? (1.3)
where w(z) is a weight function. We suppose
that w € L*°(Q2), nonnegative almost every-
where in Q and [,w(z)dr > 0. The obser-
vation data h is supposed to be in L2(0,T).
We will reformulate the inverse problem in
our setting to a variational problem and prove
that the functional to be minimized is Fréchet
differentiable and derive a formula for it. To
solve the variational problem numerically we
discretize it by the finite difference method,
and then use the conjugate gradient method
(CG) in coupling with Tikhonov regularization
to stabilize the solution and then test the al-
gorithm on computer.

2 Main result

2.1 Variational formulation

From now on, to emphasize the dependence
of the solution u on the unknown function f,
we write u(f) or u(z,t; f) instead of u. Fol-
lowing the least-squares approach [1, 2, 4], we
estimate the unknown function f(¢) by mini-
mizing the objective functional

1
Jo(f) =5 I tu(f) = h 1,07 (2.1)

over L2(0,T).

To stabilize this variational problem, we min-
imize the Tikhonov functional

1
L () = 5t =l 0z + 5 1 = F B2
(2.2)
with v being a regularization parameter which
has to be properly chosen and f* an estimation
of f which is supposed in L?(0,T). We have a
result:

Theorem 1 The functional J, is Fréchet dif-
ferentiable and its gradient VJ,(f) at f has
the form

V() = [ plastete. Ods (0~ 1 (0)
(2.3)
where p(x,t) satisfies the adjoint problem

—pt — Ap = w(z) (lu(z, t; f) = h(t)) in Q,
p(z,T) =0,z € Q,
%:0,(1‘,15) €S.

(2.4)

Proof. For an infinitesimally small variation
of of f, we have

1
Jo(f +61) = Jo(f) = 5lliu(f +8) = bl 0m)
1 2
- §|“U(f) - h”LQ(O,T)

1
= ({lou(f), lu(f) = h) + §Hl5U(f)H%2(o,T),

where du(f) is the solution to the problem

oug — Adu = 5f(t)90(337t)7 (l‘,t) €Q,

ou(z,0) =0,z €,
ddu 0 Nes
o ,(m,t) €

(2.5)
We have the estimate, ||l5u(f)||%2(07T)
o(16 £ z2(0,r)) as [[0f(20,7) — O

We have

Jo(f +6f) — Jo(f)
= (0w, lu — h) + o(|0f |l £2(0,7))

= /oT </Qw(5uda:> (lu—h)dt + o([|0fl L20.1))
T
= /0 (/Q wou(lu — h)daj) dt +o(|[0f | 2 (0,1))

T
= / / wou(lu — h)dzdt + o[ f || £2(0,1))-
0 Jo

Using Green’s formula (see, i.e. [5, Theorem
3.18]) for (2.5) and (2.4), we have

T T
/ / wou(lu — h)dzdt = / / 0 fpdadt.
0o Ja 0o Jo
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Hence,
Jo(f +6f) —Jo(f)
T
:/o /Qéfgopdmdt+0(”5fHL2(0,T))

:<A@u¢m@¢m@w>+dwﬁmmnw

Consequently, Jy is Fréchet differentiable and
its gradient has the form

VMﬁzAﬂ%W@ﬁM

From this equality, we immediately arrive at
(2.3). The proof is complete.

The direct and inverse problem are solved us-
ing the finite difference method. Now we intro-
duce the conjugate gradient method for solving
the variational problem.

2.2 Conjugate gradient method

Step 1: 1.1. Given an initial approximation
fO e R

1.2. Calculate UY(f?) is the solution of the di-
rect problem

U — AUY = fO(t)p(z, t) + ¢ (x,t)in Q,
U%z,0) = up(x),z € 9,

ou°

W = g(x,t), (l‘,t) €S.

1.3. Calculate the residual 7o = [U°(f°) —
h = [qw(@)U%x,t; f°)dx — h with w(z) is the
weight and h = [, w(@)ues(,t; fO)dz, for ue,
is the exact solution of (1.1).

1.4. Calculate 19 = —V.J,(f°) given in (2.3)
by solving the adjoint

Step 2: Forn=0,1,2, ...

2.1. Calculate Ad, = WU"(d,) =
Jqw(x)U™(z,t;dy)dz, here U™(x,t;dy,) is the
solutlon of the direct problem.

2
7% HL?(O,T)

2.2. Calculate o, = 5 5 .
[Adn|[720,7) + Mldnllz2(0,1)

2.3. Update fo4+1 = fn + and,.
2.4. Calculate the residual 7,11 = 7, + a, Ad,,.

2.5. Calculate the gradient 7,41 given in (2.3)
by solving the adjoint

B = AP = wo(a) (tule £ £) — h(t)
p" (2, T) =0,2 € Q,

8pn+1
ov

=0, (z,t) € S.

2
Tn
2.6. Calculate 3, = M

5 .
|7 ‘L2(0,T)

2.7. Update dp+1 = 7y + Bndn

2.3 Numerical simulation

In this we present some numerical examples
showing that our algorithm is efficient. Let
2 = (0,1). We reconstruct the function f from
the system for z € (0,1),¢t € (0,1)

Ut — Ugy = f(t)gD(ﬂj‘,t) —I—g(l‘,t),
u(x,0) = ug(z),
_U:c(oﬂt) = gl(t)ﬂuI(Lt) = 92(t)'

Let T = 1, we test our algorithm for recon-
structing the functions in three cases: the first
f(t) is smooth, the second f(t) not differen-
tiable at ¢ = 0.5 and the last one is discontin-
uous.

(2.6)

Example 1: f(t) = sin(nt).

—pf = Ap® = w(x) (lu(z, t; f°) — h(t)) in Q,

0 = 2t if 0 <t <0.
p(om,T) 0,z €8, Example 2: f(t) = H0=t=05
ap 201—t) if05<t<l.

1 if0.25<¢t<0.
Example 3: f(t) = 1025 - 075
1.5. Set dy = ryp. 0 otherwise .
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We take u(x,t) = sin(nt) cos(z —t), up(z) =0, The numerical results for these tests are pre-
g1(t) = sin(wt) sin(—t), go(t) = sin(nt)sin(l —  sented in Figures 1-3. From these results we
t), o(z,t) = (2 +1)(t?> + 1) and then put one  see that the numerical results in the one di-
of the above functions f into the system to get  mensional cases are very good, although the
g(x,t). In the observation lu (2.6) we take the  noise level is 10%.

following weight functions

w(z) =22 +1 (2.7)

—=— Appro.Sol —=— Appro.Sol
Exact.Sol

Exact.Sol

“o 0.2 0.4 0.6 0.8 1 “o 0.2 0.4 0.6 0.8 1
t t

Figure 1. Example 1: The exact solution in comparison with the numerical solution with noise
level = 0.1 (left) and noise level = 0.01 (right). The weight function w is given by (2.7).

—=— Appro.Sol —=— Appro.Sol
Exact.Sol Exact.Sol

“o 0.2 0.4 0.6 0.8 1 “o 0.2 0.4 0.6 0.8 1
t t

Figure 2. Example 2: The exact solution in comparison with the numerical solution with noise
level = 0.1 (left) and noise level = 0.01 (right). The weight function w is given by (2.7).

—=— Appro.Sol. —=— Appro.Sol.
Exact.Sol. Exact.Sol.
il TP T T
0.8 XX 0.8
0.6 1 0.6
0.4 Bl 0.4
0.2 A 0.2
s e . .
Bl T Ty B
-0.2 -0.2
o 0.2 0.4 0.6 0.8 1 o 0.2 0.4 0.6 0.8 1

t t

Figure 3. Example 3: The exact solution in comparison with the numerical solution with noise
level = 0.1 (left) and noise level = 0.01 (right). The weight function w is given by (2.7).
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TOM TAT

XAC DINH MOT THANH PHAN PHU THUOC VAO THOI GIAN TRONG VE
PHAI CUA PHUGNG TRINH PARABOLIC

Bui Viét Huong*
Truong Dai hoc Khoa hoc, Pai hoc Thdi Nguyén - TNU

Tém tit

Ching toi dé xuat phuong phap bién phan cho bai toan xac dinh mot thanh phan
phu thudc thoi gian trong phuong trinh parabolic tit cAc quan sat tich phan. Ching
toi chitng minh phiém ham can to6i thiu héa kha vi Fréchet va dua ra cong thiic xéc
dinh n6 qua bai toan lien hgp. Bai toan dudc roi rac bang phuong phap sai phan
va dude gidi sd bang phuong phap gradient lien hop két hop véi phuong phap chinh
Tikhonov. Mot s6 vi du bing s6 thic hién trén may tinh da thé hien tinh hiéu qua
cua phuong phap.

Tw khéa : Bai todn nguoc, bai todn dat khong chinh, quan sdt tich phdan, phuong phdp sai
phadn, phuong phap gradient lién hop.
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