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ACTIVE LEARNING FOR SEMI -SUPERVISED DENSITY BASED CLUSTERING

SUMMARY

Vu Viet Vu”
College of Technology - TNU

The active learning problem for semi-supervised clustering is an active topic for the last ten years.
The aim of this paper is to propose a method that is able to collect the labeled data (called seed) to
improve the quality of seed based clustering algorithms and reduce the questions to experts. To do
this task, we use the k-nearest neighbor graph to express input data and apply a local density
function to evaluate the density of each data point. Then, the points that are in the dense regions
will be chosen to get label by experts. Our experimental results according to our method when
compared with other algorithms present its own benefits.
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INTRODUCTION

In recent years, semi-supervised clustering
algorithms using the side information (seed or
pairwise constraints) have attracted a lot of
attention from the machine learning
community, as they promise to improve the
quality of traditional methods [8,9].

Active learning provides an efficient way for
semi-supervised clustering algorithms to
retrieve the side information they rely on: the
algorithm asks the expert for the value of a
class label or a relationship between
instances.

This paper specifically focuses on an active
seed selection algorithm that queries the
expert to retrieve class labels. The researcher
conducted in the field which mainly focused
on adapting well-known clustering methods
to this new semi-supervised context. In
additions, we particularly aim at guiding the
exploration of the space searching to relevant
solutions, or overcoming some inherent
limitations of clustering algorithms. For
example, seed k-means (SKM) or seed fuzzy
c-means (SFCM) [2, 10] allows us to reduce
the sensitivity of these methods to their
initial partition. Similarly, seeds have been
used to estimate distinct local density
parameters in density-based algorithms like
SSDBSCAN [11].
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However, all these methods do not address
the problem of how to select the most
appropriate seeds for their needs: whereas a
number of researches have been conducted in
the context of semi-supervised classification
[12], just few methods have been proposed in
the clustering context. Moreover, the existing
methods are limited by hypothesis on the
underlying data distribution and on the shape
and sizes of expected clusters [2, 7].

To this aim, this paper introduces
a new efficient algorithm for active seeds
selection, that can adapt with any seed-based
clustering algorithm, and that relies directly
on a k-nearest neighbors graph to identify the
regions of data space in which requesting the
expert for labeled instances.

This paper is organized as follows: Section 2
reviews the main active seed-selection
methods. Then, Section 3 introduces our new
active seed selection method based on a k-
nearest neighbors graph. Section 4 describes
the experiments. Finally, Section 5 presents
the conclusions and perspectives of this
research.

RELATED WORK

The problem of selecting the best seeds in the
context of clustering algorithms has already
been partially covered by papers related to the
problem of initialization of centers in k-means
like algorithms [2]. As recalled by [2], this
problem has been deeply studied but one can
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identify four major approaches to initialize
the centers in k-means like approaches: the
random creation of the initial partition, the
classical Forgy method as reported by [3] in
which initial seeds are randomly selected (and
then all points are assigned to the nearest
seed), the MacQueen method in which,
similarly to Forgy, seeds are chosen
randomly, but then each time a point is
assigned to a seed, the corresponding cluster
center is updated, and finally the Kaufman
approach [4] in which the first seed is the
center of the data set and all the other seeds
are selected according to a criterion that
depends on the number of data in the
neighborhood of the seed candidate and the
distance to the seeds that are already selected.

More precisely, in [5], the author proposes
two heuristics that maximize either the sum of
the distance or the minimal distance to the
existing seeds. Finally, the other works like
[6] propose to initialize the first seed as the
center of the dataset and then to randomly
select the other points that are averaged with
the center coordinate with an appropriate
weight to cover the entire dataset while being
more resistant to outliers.

All these methods (random selection or
maximization of the distance to existing
seeds) allow an efficient coverage of the data
space and some of the approaches like [4]
also take into account a density measure
(number of data points in the neighborhood)
to choose from all the possible distant seeds.

The next sections briefly describe the main
Min-Max method that has been proposed to
allow the active selection of seeds by an
expert in the context of semi-supervised
clustering [7].

MIN-MAX APPROACH

The objective of the Min-Max approach
(SMM) is to build a set of seeds Y from a
data set X such as the seeds in Y are evenly
spaced and produce a good coverage of the
data space [7]. Moreover, the method aims at
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minimizing the annotation effort of the expert
and thus tries to minimize the number of
seeds that represent the same cluster. Initially,
as there is a prior information about the data
set, the first seed of the set Y is randomly
chosen among data points in X. Then, the
next seeds have to maximize their minimal
distance to the set of seeds which has been
already selected as shown in the following
Equation:

Ynew = argmaXXEX(minyEYd(X’y)) (1)
where Y. denotes the new point added to the
seeds set Y and where d(.) denotes a metric
defined in the data space of points X (for
example d(.) could be an Euclidian distance
or a Mahanalobis distance if we compare R™
vectors, a Levenshtein distance if we compare
sequences...

The active seed selection algorithm based on
the Min-Max approach is an iterative process
where a new seed candidate y,.,, at each step
(as determined by Equation 1) is proposed to
the expert to be labeled. In any active learning
system, the expert is supposed to be able to
answer to all the queries of the system. The
iterative process stops when the experts make
a decision or when all of the points in X have
been explored.

One shortcoming of this method is the results
which strongly depend on the first selected
seed, the shape and the size of the clusters and
the number of seeds available for each cluster.

PROPOSED METHOD

To develop the new active learning method,
we use a k-nearest neighbor graph which is
introduced in [13]. The k-nearest neighbor
graph is a weighted undirect graph, in which
each vertex represents a data point, and
possesses at most k edges to its k-nearest
neighbors. An edge is created between a pair
of vertices, u and v, if and only if the points
associated to vertices u and v have each other
in their k-nearest neighbors set. The weight
o(u, v) of the edge between the vertices u and
v is defined as the number of common nearest
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neighbors the two points associated to u and v
share, as shown in equation that is expressed
as followings:

O)(Xi, Xj) = |NN(X.) N NN(XJ)l

where NN(.) denotes the set of k-nearest
neighbors of the associated point. The
important property of this similarity measure
is its own built-in automatic scaling, which
makes it adapted to treat datasets with distinct
cluster densities. Figure 1, 2 and 3 show
examples about the k-nearest neighbor graph.

Then, it is possible to extract a local density
indicator from a k-NNG with the Local
Density Score [14], which is defined as the
average, for each point, of the proximity o
with all its neighbors as recalled in Equation
as follows.

(x,q)

( ) quNN k

The LDS value of a point x is set in [0, k-1]
where k is the number of the nearest
neighbors. It is defined such as a high value
of LDS(x) which indicates a high proximity
between the point x and its neighbors, i.e. X
belongs to dense region of the data space.
Similarly, a small value of LDS(x) indicates
that x belongs to a transition region between
clusters or x is an outlier with far nearest
neighbors.

The new proposed method, called SkNN-
LDS, focuses on candidate seeds near the
centers of potential clusters, and the candidate
seeds Candidate_set is as follows.
Candidate_set = {p € X: LDS(x) > ¢ }

Using the Candidate_set, we will construct all
the connected components and after we sort
these connected components in the
descending of vertices number. At each step,
the connected component with maximum of
vetice will be chosen for getting its label. The
query process will stop by user or when the
Candidate_set is empty.

The algorithm SKNN-LDS is detailed in
Algorithm 1.

LDS

8

Figure 3. 10-nearest neigbor graph

Algorithm 1: SKNN-LDS
Input: Data set X, k, and £
Output: Set of seed Y
Begin
Y = d;
Construct the kNN graph
Calculate the LDS value for all u € X
C={ueX:LDS(u)>=}
Build the set of connected components from C:
CC= {Cl, Cz, cees Cm}
Repeat
Randomly select u € C, such that
|Cv|=maX0eCC|C|
Query the expert to get the class label of u
Y=Y uU{C}
CC=CC-{C,;}
Until (CC = &) or (User_stop = true)
Return'Y
End

EXPERIMENTAL RESULTS

We use 6 real datasets from the Machine
Learning Repository [15] to evaluate my
algorithm. The detail of datasets is shown in
Table 1.
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Table 1. Data set for testing

ID Name N M K
1 Protein 115 20 6
2 Iris 150 4 3
3 Glass 214 9 6
4 Thyroid 215 5 3
5 LetterlJL 227 16 3
6 Z00 112 3 6

We use the Rand Index (RI) measure [13], as
it is widely used in evaluation of clustering
results. We compare our method with SMM
and S-Random algorithms. The results are
showed in Figure 4.

It can be seen from Figure 4 that SKNN-LDS
outperforms SMM and S-Random for each of
the benchmark data sets. It can be explained
that the k-NN graph is very adapt to express
data. Moreover, by using LDS function, we
can evaluate the local density score for each
data point before choosing to get its label and
hence the result of clustering is increased.
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Figure 4. Experiment results

CONCLUSION

This paper presents a new active learning
method for semi-supervised clustering. By
using the k-NN graph, we developed an
efficient algorithm to collect the seed that can
boost the quality of semi-supervised
clustering. In future works, we will apply this
research for some real applications such as
image/speech processing.
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TOM TAT
NGHIEN CUU PHUONG PHAP HQC TICH CUC
CHO BAI TOAN PHAN CUM NUA GIAM SAT DUA TREN MAT PQ

Vii Viét Vii©
Truong Pai hoc Ky thudt Céng nghiép — PH Thdi Nguyén

Vién dé hoc tich cuc sir dung cho bai toan phan cum nira gidm sét 1a mot trong nhirng cha dé thu
hat dwoc nhiéu sy quan tdm trong khoang mudi nam tré lai day. Trong bai bao nay, chung t6i dé
Xuit mot thuat toan nham thu thap céc seed (labeled data) véi muc tiéu lam ting chat lwong cua
céc thuat toan phan cum nira gidm sat va dong thoi giam s6 cau hei di voi céc chuyén gia trong
linh vyc trong qua trinh thu thap céac seed. Thuat toan dwoc xay dung dya trén dd thi k-lang giéng
gan nhat va mot ham danh gia mat do cua cac diém trén @6 thi. Két qua thuc nghiém cho thuat
toan dé xuit dat két qua tét hon so véi cac thuat toan cung loai.
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